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Opensourceoolshave recentlyreachedalevel of maturitywhich makesthemsuitablefor building
large-scalereal-world systems.At the sametime, the eld of machinelearninghasdevelopeda
large body of powerful learningalgorithmsfor diverseapplications However, thetrue potentialof
thesemethodsds not used,sinceexisting implementationgrenot openlysharedyesultingin soft-
warewith low usability andweakinteroperability We arguethatthis situationcanbe signi cantly
improved by increasingncentvesfor researcherso publishtheir software underan opensource
model. Additionally, we outline the problemsauthorsarefacedwith whentrying to publishalgo-
rithmic implementation®f machindearningmethods We believe thataresourceof peerreviewed
softwareaccompaniedby shortarticleswould be highly valuableto boththe machindearningand

thegenerakcienti c community
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MACHINE LEARNING OPEN SOURCE SOFTWARE

1. Intr oduction

The eld of machindearninghasbeengrowing rapidly, producingawide variety of learningalgo-
rithmsfor differentapplications.The ultimatevalueof thosealgorithmsis to a greatextentjudged
by their succes#n solvingreal-world problems.Therefore algorithmreplicationandapplicationto
new tasksarecrucialto the progresf the eld.

However, few machinelearningresearchersurrently publishthe software and/orsourcecode
associateavith their paperqThimbleby 2003. This contrastgor instancewith the practicesof the
bioinformaticscommunity whereopensourcesoftwarehasbeenthe foundationof furtherresearch
(StrajichandLapp, 200§. Thelack of openlyavailablealgorithmimplementationss a major ob-
stacleto scienti ¢ progressn andbeyondour community

We believe that opensourcesharingof machinelearningsoftware can play a very important
role in removing that obstacle. The opensourcemodelhasmary advantagesvhich will leadto
betterreproducibility of experimentalresults: quicker detectionof errors,innovative applications,
and fasteradoptionof machinelearningmethodsin otherdisciplinesandin industry However,
incentivesfor polishingandpublishingsoftwareareat presentacking. Publishedsoftware per se
doesnot have a standardacceptedneansof citationin our eld, andis thusinvisible with respect
to impactmeasuremerntbolslik e citation statistics:at presenthe only way of referringto it is by
citing the paperwhich describeghe theoryassociateavith the codeor alternatvely by citing the
users manualwhich hasbeenreleasedn the form of sometechnicalreport,suchas Bensonretal.
(2004). To addresghis dif culty , we proposea methodfor formal publicationof machindearning
software,similar to whatthe ACM Transaction®n MathematicalSoftwareprovide for Numerical
Analysis.

This paperis structuredasfollows: First, we brie y explain theideabehindopensourcesoft-
ware (Section2). A widespreadadoptionof this publicationmodelwould have several positive
effectswhich we outline in Section3. Next, we discusscurrentobstaclesand proposepossible
changesn orderto improve this situation(Section4). Finally, we proposea new, separatepngo-
ing track for machinelearningopensourcesoftwarein JIMLR (JMLR-MLOSS)in Section5. We
provide an overvien aboutopensourcelicensesin Appendix/A andguidelinesfor goodmachine
learningsoftwarein AppendixB.

2. Open Sourceand Science

If I have seen further it is by standing on the shoulders of giants.
—Sir Isaac Newton (1642—-1727)

Thebasicideaof opensourcesoftwareis very simple; programmersr userscanread,modify and
redistributethe sourcecodeof a pieceof software(GacekandArief, 2004. While therearevarious
licensesof opensourcesoftware (cf. AppendixA; Lin etal., 2006 Valimaki, 2005 they all share
a commonideal, which is to allow free exchangeanduseof information. The opensourcemodel
replacesentralcontrolwith collaboratve networksof contributors. Every contrilutor canbuild on
thework thathasbeendoneby othersin the network, thusminimizing time spent‘reinventingthe
wheel".

TheOpenSourcdnitiative (OSI}E de nesopensourcesoftwareaswork thatsatis esthecriteria
spelledoutin Table1l. Thesegoalsarevery similar to the way researctworks (Bezroulov, 1999:

1. OSl canbefoundat http://www.opensource.org
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Freeredistritution

Sourcecode

Derivedworks

Integrity of theauthors sourcecode

No discriminationagainstpersonsr groups
No discriminationagainst elds of ende&or
Distribution of license

Licensemustnotbe speci ¢ to a product
Licensemustnot restrictothersoftware
Licensemustbetechnology-neutral

CoNoGO LN

[EEN
©

Tablel: Attributesof OpenSourceSoftwarefrom the OpenSourcelnitative

researcherbuild uponwork of otherresearchers develop new methodsapply themto produce
new resultsandpublishall of thiswork, alwaysciting relevantpreviouswork. It is well documented
how themoveto an“openscience’or “opensource”modelin the Age of Enlightenmen{Schafner,
1999 greatlyincreasedhe ef ciency of the experimentalscienti c method(Kronick, 1962 and
openedheway for the signi cant economiagrowth of the IndustrialRevolution (Mokyr, 2005).

However, scienti ¢ publicationsarealsonot asfree asonemay think. Major journalsare not
freely availableto the generalpublic sincepublisherdimit accesonly to subscribersA few pio-
neeringjournalssuchasthe Journalof MachineLearningResearchthe Journalof Arti cial Intel-
ligenceResearchor the Public Library of Sciencelournalshave begun publishingin the so called
“open access’'model? Open-acceskteratureis digital, online, free of chage, and free of most
copyright andlicensingrestrictions.This modelis enabledby low-costdistribution on the Internet,
which waseconomicallyimpossiblein the ageof print. The “journal pricing crisis” in which jour-
nal subscriptionfeeshave risenfour timesfasterthanin ation since1986, strongly motivatedthe
developmentbf openaccessin summaryopenaccesgwith certainlimitations)removesprice bar-
riers, for instancesubscriptiorandlicensingfees,andpermissiorbarriers, thatis, mostcopyright
andlicensingrestrictions. An extensie overvien andatime-lineconcerninghis distributionmodel
which our brief summaryis alsobasedon, is availablefrom the SFARC OpenAccessNewsIetteH
An openletterto theU.S. Congresssignedby 25 Nobellaureatesputsit succinctly:

Open access truly expands shared knowledge across scienti ¢ elds, it is the best path for accelerating multi-
disciplinary breakthroughs in research@
—Open letter to the U.S. Congress, signed by 25 Nobel laureates, (August 26, 2004)

It is plausiblethata similar boostcould be expectedirom a morewidespreadhdoptionof open
sourcepublicationpracticedn the machindearning eld, in which the softwareimplementingthe
methodswould play a comparableole to the underlyingtheoryin the advancemenbf science.To
achieve this, the supportingsoftwae and data shouldbe distributed undera suitableopensource
licensealongwith the scienti ¢ paper This is alreadycommonpracticein somebiomedicalre-
searchwhereprotocolsandbiological samplesarefrequentlymadepublicly available. In thearea

2. A list of openaccesgournalsis currentlymaintainedat http://www.doaj.org
3. Thenewslettercanbe obtainedrom http://www.earlham.edu/ ~ peters/fos/
4. Theletteris availablefrom http://iwww.public- domain.org/?g=node/60
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of machinelearning,this is still rarely the case. However, somefreely available benchmarkdata
setsexist, for example,the UCI Repositor@ the Delve repositor)E the Caltech101 dataseE or
Ratschetal. (2001). Nonethelesshis smallnumberof datasetshashada signi cant in uence on
the progressn machinelearning,sincechallenging(in their size or compleity) datacollections
have helpedto calibratealgorithmsandto establisitheir relative merits. For instance muchof the
progressof the patternrecognitiongroupat AT&T wastrackedin termsof the performancef their
algorithmsonthe NIST andUSPSdatasets.

In Section4, we will discusspossiblereasondor the currentsituationin moredepth. In the
restof this section,we would like to clarify the notion of “opensource”by addressing common
misconceptiorthatopeningthe sourcemakescommerciakxploitationimpossible Onthecontrary
opensourcesoftwarehascreatechumerousew opportunitiedor businesseg¢Riehle 2007). Also,
simply usingan opensourceprogramon a day to day basishaslittle legal implicationsfor a user
provided they comply with the termsof their license. Usersare free to copy and distribute the
softwareasis. Mostissuesarisewhenusersplayingtherole of a developer modify the softwareor
incorporatdt in theirown programsanddistribute a modi ed product

A variety of opensourcelicensesexists, which protectdifferentaspectf the software with
bene tsfor theinitial developeror for developerscreatingdervedwork (Laurent 2004). Therefore,
thereis some e xibility in choosingthelicenseaccordingto the speci ¢ needsof the developer or
employer. In thefollowing we give suggestionen which licenseto choosgor commonscenarios.
This oversimpli ed descriptionis tamgetedat developerswho just want to “get the programout
there”.

1. A developerwhowantsto give away thesourcecodein exchangeor propercreditfor deriva-
tive works, even closed-sourcenes,could choosethe BSDlicense A typical examplefor
thiskind of developerwould bearesearchewho justwantsto make his work availableto the
public, but doesnot wantto preventinclusioninto closed-sourceoftware,andalsodoesnot
rely on gettingimprovementbackfrom the community An examplefor a projectusingthe
BSD licenseis FreeBSD pnwhich Apple's operatingsystemMac OS X is partially based.

2. A developerwho wantsto give away the sourcecode,is comfortablewith his sourcebeing
incorporatednto aclosed-sourceroductbut still wantsto receivebug- xesandchangesthat
arenecessaryo his source whenintegratingthe codecould choosehe GNU LesserGeneal
Public License(LGPL). This developercould be someonavho wantsto keepdevelopinghis
software,andby publishinghis softwarebasicallyinvitesthe communityto contributeto the
software. Usingthe softwareas-isin closed-sourceroductss allowed. An exampleproject
usingthislicenseis the GNU C library, usedby nearlyall programson alinux system.

3. A developerwho wantsto give away the sourcecodeandmale sure that his program stays
opensoure, thatis, ary extension(or integration) will require both the original and the
derived codeto be releasedasopensource could choosethe GNU Generl Public License
(GPL). Here, the developercould be a researchewho hasfurther planswith his software
andwantsto malke surethatno closed-sourc@roduct,not evenoneof hisown if it includes
changes of external developes, is bene ting from his software. An exampleof this is the
GNU/Linux project.

5. This databasés locatedat http://mlearn.ics.uci.edu/MLRepository.html
6. Thewebsiteis at http://www.cs.toronto.edu/ ~delve/ .
7. Thedatasetis availableathttp://www.vision.caltech.edu/lmage_Datasets/Caltech101/Caltech101. html .
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License Apache| BSD/MIT | GPL | LGPL | MPL/CDDL | CPL/EPL
Closedsource Yes Yes No | Maybe Yes Yes
Commercial Yes Yes No | Maybe Yes Yes
Modi cation release No No Yes Yes Yes Yes
Patent Yes No No No Yes Yes
Jurisdiction Silent Silent Silent| Silent | California | New York
Freedom PR Free PR PR Free PR

Table2: The rights of the developer to redistritute a modied product. A compari-
son of open source software licenses listed as “with strong communities” on
http://opensource.org/licenses/category . Themainquestionsare: whethercode
canbe usedin closedsourceprojects(Closedsource);whethera programthatincorpo-
ratesthecodecanbesoldcommerciallfCommercialwithoutreleasingheincorporating
programunderthe samelicense; whetherthe sourcecodeto modi cations mustbe re-
leasedModi cation release)whetherit providesan explicit licenseof patentscovering
the code(Patent);the legal jurisdiction the licensefalls under(Jurisdiction);freedomto
adapticenceterms(Freedom)YPR= PermissiorRequiredrom licensedrafter). Apache:
Licenseusedby the Apacheweb sener; BSD: Licenseunderwhich the BSD Unix vari-
antis releasedMIT: developedby the MIT; GPL/LGPL: (lesser)GNU GeneralPublic
License;MPL.: Licenseusedby the Mozilla webbrowser;CDDL: CommonDevelopment
andDistribution Licensedevelopedby SunMicrosystemdasednthe MPL; CPL: Com-
mon Public Licensepublishedby IBM; EPL.: EclipsePublic Licenseusedby the Eclipse
Foundationderivedfrom the CPL.

All of the opensourcelicensesallow for derivative works (item two in Table/1). In additionit is
not possibleto limit anopensourceproductto a particularuse,for example,to non-commerciabr
academiaise,asit con icts with item six in Tablel1. In a brief summaryof commonopensource
licenses;Table2 shavs therights of a developerto distribute amodi ed product. A morein-depth
discussioraboutlicensescanbe foundin AppendixA. For moredetailsanda comparisorof the
variousfreedomdifferentlicensegrovide, seelLin etal. (2006.

Finally, notethattheideaof “opensource’is notlimited to scienti ¢ publicationsandcomputer
software. Authors of other creatve works may alsowant to openly distribute their work. This
hascreateda demandor “open source”type licensesapplicableto othermedia,suchasmusicor
images.Oneof themostprominentmovementsaddressinghis demandarethe Creatve Commons
(CO) license€ TheCC projectwas startedin 2001to supplythe analogto opensourcefor less
technicalforms of expressionCoates2007) andextendsto all kinds of medialik e text documents,
photographsyideoandmusic.All CClicensesallow copying, distribution,andpublic performance
anddisplayof the work without ary licensepayments.However, CC commontermsstatethatthe
licensesdo not interferewith fair userights (suchascitations, private useetc.), rst saleor the
freedomof expressiorandit mayrestrictthe useto, for instancenon-commerciapurpose®r that
no derivative works areallowed (Lin etal., 2006 Valimaki, 2005. It thereforecon icts with the
non-discriminatiorprovisionin the opensourcede nition (Tablel). It shouldalsobe notedthatin

8. Thecreatve commonshomepagés http://creativecommons.org/
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principle aryonecansubmita new licenseto the OpenSourcelnitiative to be certi ed to comply

with theOpenSourceDe nition. Creatve Commongloesnothave sucha processut wasdesigned
top-down(Valimaki, 2009. Appliedto theareaof science Creatve Commonsadwocatesnot only

having opensourcemethods but also opensourcedataandresults. It shouldbe notedthat open

accesgournalslike PLoSusea CC license,namelythe Creatve CommonsAttribution License?

The EuropearJnion supportsa relatedprojecttowardsfree exchangeof scienti ¢ resultsanddata
set

3. Open Sourcein Machine Learning

This sectionof the paperaimsto provide a brief overview of opensourcesoftwareandits relation-
shipto scienti ¢ activity, speci cally machinelearning. The reademay think that we are overly
positive aboutthe bene ts of opensource,anddo not discussnegative views. Thetruthis thatit
is extremelydif cult to obtainhardevidenceon the debatebetweenproprietarysystemsandopen
sourcesoftware@ We argue from moral, ethical and social groundsthat opensourceshouldbe
the preferredsoftware publicationoption for machinelearningresearctandreferthe readerto the
mary adwantage®f the opensourcesoftwaredevelopmeniRaymond2000. Therearealsoamul-
titude of advantage®f sharingof dataandresourcesaspromulgatedin the openscienceapproach
(Nature 2005. Here,we focuson the speci ¢ advantagesof opensourcesoftware for machine
learningresearchwhich combineghe needsandrequirement®oth of beinga scienti ¢ endeaor,
aswell asbeinga producerandconsumenf software. They canbe categyorizedinto:

1. reproducibilityof scienti ¢ resultsandfair comparisorof algorithms;
2. uncoveringproblems;
3. building on existing resourcegratherthanre-implementinghem);
4. accesdo scienti ¢ toolswithoutcease;
5. combinationof advances;
6. fasteradoptionof methodsn differentdisciplinesandin industry;and
7. collaboratve emegenceof standards.
We discusghesepointsin thefollowing sevensubsections.

3.1 Reproducibility and Fair Comparison of Methods

Reproducibilityof experimentalresultsis a cornerstonef science.In mary areasof scienceit is
only whenanexperimenthasbeencorroboratedndependentlypy anothemroupof researcherthat
it is generallyacceptedy the scienti c community It is oftenthe casethatexperimentsarequite
hardto reproducesxactly, andin mary elds (e.g.,medicine)peoplego to greatlengthsto try to

9. Seefor examplehttp://www.plos.org/oa/definition.html |

10.The  Digital Repository  Infrastructure  Vision  for European Research located at
http://www.driver- repository.eu

11. SeeSectionl.2 of hitp://www.dwheeler.com/oss_fs_why.html
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ensurethis. Reproducibilitywould be quite easyto achieve in machinelearningsimply by sharing
thefull codeusedfor experiments.

In the eld of machinelearning,numericalsimulationsare often usedto provide experimental
validationandcomparisorof methodsldeally, suchacomparisorbetweermethodsvould bebased
on arigoroustheoreticalanalysis.For variousreasonsowever, it may not be possibleto theoret-
ically analyzea particularmachinelearningalgorithmor to analytically computeits performance
in contrastto another As mary methodsseekto do well on somereal-world problemswherethe
underlying(true) modelis unknawn, it is very dif cult to measurgerformancen ary otherway
thanempirically In thatsenseexperimentsplay a differentrole thanin the naturalsciencesasfor
examplephysicsor chemistry whereexperimentsare usedto betterunderstandertainaspectof
nature,insteadof algorithmsconstructey humans.Neverthelessthe resultsof the experimental
validationsareequallyimportant,asthesemayfor instanceprovide the evidencethata methodout-
performsexisting approachegor not). Unfortunately the currentpracticein the machinelearning
communityis extremely sloppy, as papersget acceptedwhich are not detailedenoughto allow
replicatio In the pre-internetera,onecould perhapshave agued,thatfor complex algorithms
typically usedin machindearning,describingevery detailwould betoo lengtty for publication;but
nowadaystherewould seemto be no suchconstraintsas supplementarynaterialcould be made
availableonline. Indeed,for mary complex algorithmsone can probablyamue, that a clearand
well documentegbrogramis perhapghe mostcornvenientway of documentinghefull detailsof a
machindearningalgorithm. So, it follows thatan opensourceapproachwould beideally suitedto
thischallenge.

A sur\ejﬂ askingJMLR authordor the availability of thesystenthey describedn their JIMLR
papersconcludedhatabouta third speci cally saidtheir systemsvereunavailablefor thereasons
discussedh Sectiond!

My informal survey suggests some authors have a relaxed regard for scienti ¢ virtues: reproducibility,
testability, and availability of data, methods and programs—the openness and attention to detail that supports
other researchers. It's a widespread problem in computer science generally. I'm guilty, too. We programmers
tend not to keep the equivalent of lab books, and reconstructing what we have done is often unnecessarily
hard. As | wrote elsewhere (see Thimbleby, 2003) there can be problems with publishing work that is not
rigorously supported. It is the computer science equivalent of fudging experimental data—whether this really
matters for the progress of science is another question.

—Harold Thimbleby, 2003

Reproducingiumericalresultsin orderto comparanethodss nottrivial, asit is oftennot pos-
sibleto re-implementa methodbasedonly on the informationcontainedn publications.Methods
oftenhave anumberof free parametersrhosecorrectadjustmentequiresextensve experiencewith
the speci ¢ algorithm,dataset,or both. In this contet it shouldbe notedthatall stepsinvolvedin
datapre-processingreequallycrucialin reproducingesults.

Thenon-reproducibilityof resultsis notmerelyatheoreticapossibility Considertherecentex-
changeof paperdn this journal (Loosli andCany 2007 TsangandKwok, 2007). A commenthas
beenpublishedin which the authorsdocumenthatthey could not reproducehe resultsof another
paper The authorsof the original paperdefendedheir original results,blaming the differences

12. Onemayindeedgo further, andaskwhethersucha practicelivesup to the basicrequirement®f scienti ¢ work.
13. A summaryis at http://www.uclic.ucl.ac.uk/harold/srf/jmir.html
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on the operatingsystemusedto performthe experiments.Needlesgo say sucha situationis un-

satishctory This examplealsore ects anotherbene t of makingsourcecodeavailable: it allows

usto uncover hiddentricks that remaintypically undocumentedOrr andMiller, 1998. Therea-
sona certainimplementatiorof a machinelearningmethodoutperformsall otherapproachesith

similar algorithmsmay be dueto a numberof functionsthat have beentunedto speci ¢ machine
instructions.

Furthermorejnstancesf fraud or scienti ¢ misconducttanbe more easilydetectedf all the
coderequiredto performthe experimentis madeavailable. Thus,makingalgorithms includingthe
sourcecodeanddatapublicly available (suchasthe efforts mentionedin Section2) signi cantly
enhancethereproducibilityandthefeasibility of (fair) comparisons.

3.2 Quicker Detectionand Corr ection of Bugs

An importantfeaturethat hascontritutedmuchto the succes®f opensourcesoftwareis thatwith
the availability of the sourcecode, it is mucheasiernto spotand x bugsin software. While not
everyonewould be inclined (or able)to satishctorily resole a bug himself, everybody hasthe
possibility to inspectthe sourcecode, nd the bug and submita patchto the maintainersof the
project. This obsenation hasbeensummarizedas“Given enougheyeballs,all bugsareshallav”,
known asLinus's Law (Raymond 2000. Further to paraphrasél Viro,*4 all software contains
bugs, be it open-sourcer proprietary The only questionis what canbe doneabouta particular
instanceof softwarefailure,andthatis wherehaving the sourcematters.

3.3 Faster Scienti ¢ Progressby ReducedCostfor Re-implementationof Methods

Scienti ¢ progresswaysbuilds on existing publicationsandmethods.The eld of machindearn-
ing is no exception.However, re-implementingexisting methodsn orderto testthem,usethemas
partof alarger project,or to extendthem,is alarge burdenon the researcherThis is particularly
truefor methodorientedresearchAs alreadydiscusse@bove, publicationsoftendo not containall
theinformationnecessaryo re-implementa method. The compleity of existing methodds often
solargethatre-implementingts algorithmscanrequireprohibitive effort.

As a consequenceyork on suchmethodsds oftenrestrictedto a few groupswho alreadyhave
implementationsand nevcomersto the eld have to rst redothe work of others. Alternatively,
sucha situationcanleadto ignoring existing competitorssinceimplementationgre not available,
andre-implementatioiseemsnfeasible.Thereforetheavailability of opensourcemplementations
canhelpspeedup scienti ¢ progresssigni cantly.

3.4 Long Term Availability and Support

For the individual researcheropensourcemay provide a meansof ensuringthat he will be able
to usehis researcteven after changinghis employer. Eventhe mostgenerousnstitutionstendto
introducedelaysbeforegiving formal approval for codereuseafterthe researchemoves. Thisiis,
however, harmful for both reseacher and employer obviously for the researchesincehe loses
accesgo the tools he hasbeenworking with but alsofor the institution sincethe pieceof code

14.This quotation can be obtained from the linux kernel mailinglist
http:/;www.ussg.iu.edu/hypermail/linux/kernel/0404.3/1344.html
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in questionbecomesunsupported By releasingcodeunderan opensourcelicensethe chanceof
having long-termsupportaredramaticallyincreased.

3.5 Combination of Advances

Scienti ¢ progressioesnotalwaysoccurasparadignshifts(e.g.,theemegenceof DecisionTrees,
Neural Networks, Kernel Methods,Boosting,and GraphicalModels) but it is muchmorelikely
to occurby incrementaimprovementsover a given existing technique.Moreover, it is likely that
several suchchangesoccursimultaneouslyncea given topic reacheghe mainstreamWhile this
is, in principle, a goodthing, it posesa ratheruniqueproblem: how to combineseveral of those
adwancesnto onejoint implementation.

As a casein point, considerprogressn kernelmethods. Thereis currentlyno pieceof code
or even a publicationwhich combinesstructuredestimation,semiparametrienethods,automatic
main adjustmentgdifferenttypesof regularization,methodsfor dealingwith missingvariables,
methoddor dealingwith invariancesalarge setof kernelfunctions,noncowex approximation®of
theloss,leave-one-outstimatorsor transductre estimation While eachof thesemodi cationsare
well establishedndit is commonlyacceptedhatthey work, thereis no publicationindicatingthe
performancef a combinationof morethanthreeof thetenaforementionednethods.

Thisis morethanjust a simplenuisanceit is not clearat all whetherthe combinationof all of
those“improvements’would really be bene cial andwhattheir interactionamight be. Do someof
thesemethodseffectively solve the sameproblemandderive their gainsfrom a commonchangan
the estimateVhatarethe computationalimitations?

Without accesdo a commoncodebasand willingnessof the communityto improve uponit
it will be next to impossibleto addresghis issue,sinceit is likely to betoo dif cult for a single
researcheto trackandcompareall modi cations.

3.6 Faster Adoption in Machine Learning, Other Disciplinesand Industry

Availability of high-qualityopensourceémplementationsaneaseadoptionby othermachindearn-
ing researchersysersin otherdisciplinesanddevelopersn industryfor thefollowing reasons:

1. Opensourcesoftwarecanbeusedwithout costin teaching.

2. If amethodprovesusefulandits sourcecodeis available,it canbedirectly appliedto related
realworld problemsin other elds or in industry

In areassuchas bioinformatics,the expertiseto implementadvancedmachinelearningmethods
from scratchis often not available. While this situationmight be perceved asdesirableby some
to ensurethat machinelearningexpertsare soughtby the industry hiring machinelearning ex-

pertswill becomemore desirablefor companiesasthe eld gainsprominence.In fact, one may
arguethatit is the problemof automaticadjustmentanddeploymentthat machinelearningtheory
shouldbe addressingyy suitablemeansof model selection. Having accesgo an extensve ma-
chinelearningtoolkit will allow usto comparemodelselectiontechniquesn realisticsetting@

Increasedlistribution of machinelearnings end-productsoftware,will leadto moresuccessto-
ries of its usewithin industrialapplications.Publishingsoftwareasopensourcemight alsobe the

15. See, for example, the NIPS'04 workshop  on the (Ab)Use of Bounds
http://www.hunch.net/ ~ jllconferences/abuse_of_bounds/abuse_of_bounds.html
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only meansto reachwide-spreadlistribution of your softwareif you lack the logistic infrastruc-
ture of big companiedik e Microsoft™. In addition,the adoptionof machinelearningmethodsn
large-scaleapplicationscanhave a very stimulatingeffect on the eld itself, andleadto novel and
interestingchallengesit still requiresanexpertwith deepunderstandingf the methodto adjustit
to a particularapplication.Therearealsoimpressie precedentsf opensourcesoftwareleadingto
the creationof multi-billion dollar companieﬁndindustrieg6

3.7 Collaborative Movestowards Better Inter operability

Thediversity of machindearningforbidsa single,mono-culturakoftwareframework satisfyingall

needsHowever, evenin areasvhereit isin principlefeasible mostpiecesof machindearningsoft-
waredo notinter-operatevery well, becausef differencesn interfacesdataabstractionandwork

ows. Ultimately it would be desirableto agreeto a setof standardsvhich ensure for example,
thatdatasetscanbe exchangedetweermrmachinelearningtools, andthat classi cationalgorithms
canbeinterchangedgeamlessly

However, giventhedistributednatureof scienti ¢ work, it is unlikely thata centralizednstitu-
tion canbeformedwhich developssuchstandardsn atop-davn manner Now with the publication
of toolboxesaccordingo anopensourcemodel,it becomegpossiblefor individual projectsto move
towardsstandardizatioim a collaboratve, distributedmanner

This processhasalreadybegun, mostly with toolboxesincorporatingothertoolboxes or pro-
viding “glue” codeto accesgunctionality containedn othertoolboxes. A typical examplearethe
librariesfor learningsupportvectormachinessuchasLIBSVM (ChangandLin, 2001), SVMLin
(SindhwaniandKeerthj 2006, SVMTorch (CollobertandBengig 2001) andGPDT (Zannietal.,
2006. A smallsampleof largerframeavorkswhich provide accesso (amongotherfeaturespneor
moreof theselibrariesinclude Elefant(Gavandeetal., 2007, Orange(DemsarandZupan 2004,
PLearn(Vincentetal.), RapidMine@, Shogun(Sonnenhrg etal., 200§, Torch (Collobertetal.,
2002 andthe Weka(Witten andFrank 2005 toolboes.

In the future,insteadof the constantepetitionof work, standardshouldemege, pusheceither
by library and/ortoolbox developers,in orderto malke this integrationmuchlessdif cult. A con-
sensugould alsoemegevia dialogin journal or communitywebsitesﬁ Which standardsvill be
adoptedvill dependonthe popularityof theindividual toolboxesor libraries.

We concludethis sectionby summarizinghe advantageslescribechbove in Table 3.

4. Curr ent Obstaclesto an Open Source Community

While thereexist mary adwantagego publishingimplementationsaccordingto the opensource
model, this optionis currently not taken often. We believe that thereare six main reasonsvhich
will bediscussedn greaterdetailin thenext sections.

16. Perhapghe oldest,dating from the early 1970s,is SPICE(SimulationProgramwith IntegratedCircuit Emphasis)
(Wikipedia 20078, which hasled to the foundationof Synopsysand CadenceDesignSystemsand signi cantly
grew thewhole ElectronicDesignAutomationindustry

17. FormerYALE toolbox,availablefrom http://www.rapidminer.com

18. We proposeto use http://mloss.org asthe platform for machinelearningopensourcesoftware (MLOSS) to
openlydiscusglesigndecisionsandto hostandannouncéVILOSS.
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Reproducibilityof scienti ¢ researclis increased
Algorithmsimplementedn sameframenork facilitatefair comparisons
Problemsanbeuncoreredmuchfaster

Bug x esandextensionsrom externalsources
Methodsaremorequickly adoptedoy others

Ef cient algorithmsbecomeavailable

Leverageexisting resource$o aid new research

Wider useleadsto wider recognition

More comple machindearningalgorithmscanbe developed
Acceleratesesearch

Bene ts nevcomersandsmallerresearctgroups

©CONOO~WNE

=
o

=
=

Table3: Eleven Advantage®f MachineLearningOpenSourceSoftware

4.1 Publishing Software is Not Considered a Scienti ¢ Contrib ution

Someresearchermay not considerthe extra effort to createa usablepieceof softwareout of ma-
chinelearningmethodgo be science.However, machinelearningis a syntheticdisciplineaswell
asananalyticone,andcertainlyif it is scienceit is in Simon's phrasea “Scienceof the Arti cial”
(Simon 1969, in which artifacts,speci cally implementedilgorithms,is oneof the majoroutputs.
In additionto the “pure” scienti ¢ pursuits,machinelearningresearcheralsoproducetechnolog-
ical outputs. As such,the discipline could be consideredo be mathematicaéngineering.Iln ary
caseaswaspointedoutin Section3, the complity of existing methodss growing suchthatre-
implementingalgorithmscaneasilytake months.Somearguethatif youwantto really understand
analgorithmandwantto extendit—which is animportanttaskfor machindearningresearchers—
you have to implementit from scratchandthusit is not bene cial to have the software available.
Thisis only partially true: onedoesnot wantto reimplementll the basicalgorithmsanadwanced
methodbuilds on, but simply understandhe high-level steps.After all, onehasto build uponex-
isting libraries,asfor examplethe standardbr mathlibrary, the BasicLinear AlgebraSubprograms
(BLAS) (Lawsonetal., 1979, theLinear AlgebraPACKage(LAPACK) (Andersoretal., 1999 to
be productve. Only few peoplewould wantto re-implementor would be ableto generatea high
qualityimplementatiorof, commonsortingalgorithmssuchasgsort , basicmathematicalunctions
suchassin , or linearalgebraoperationsuchasdgemmor dgesv .

4.2 Misconception—Openingthe Source Con icts with Commercial Inter ests

As alreadydiscussedn Section2, thereis acommonmisconceptiorthatopeningthe sourcemakes
commercialuse—licensingof commercialversionsor usein industrial projects—impossible.lt
may, however, prevent the creationof closed-sourcgroductsthat include external open-source
contrikutions.In reality, carefulselectiorof asuitableopensourcdicensewould satisfytherequire-
mentsof mostresearcherandtheir employer For example,usingthe concepof duallicensingone
couldreleasehe sourcecodeto the public undera opensourceicensewith strongreciprocalobli-
gations(like the GNU GPL), andat the sametime sell it commerciallyin a closed-sourcg@roduct.
In AppendixAlwe give afew hintsfor choosinganappropriatdicense.
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4.3 The Incentive for Publishing Open Source Software is not High Enough

Unlike writing a journal article, releasinga pieceof softwareis only the beginning. Maintaining
a software package,xing bugs or writing further documentatiorrequirestime and commitment
from the developer andthis contritution is alsorarely acknavledged. Opensourceprogrammers
oftengainagood“reputation”amongtheir peerswhichin somesituationanaybeworthmorethan
citations(Kelty, 2002, [Franck 1999. But scienti ¢ successespeciallyin researchnstitutions,is
oftendeterminedy measuresuchascitationstatistics. However, thereexistsno academicwidely
acceptelatformto publishsoftware. As a result,researchertendto not acknavledgesoftware
usedin their publishedresearchandthe effort which hasto be expendedo turn a pieceof codefor
personatesearclinto asoftwareproductthatcanbeusedunderstoodandextendedoy othersis not
sufciently acknavledged.As justoneexample,awell-known structurectlassi cationmethodhad
766 GoogleScholarcitationsasof this writing, while the supportingsoftware,which wasreleased
with an open-sourcédicensebut no peerreviewed publication,hasonly 78 citations. In contrast,
publishedsoftwaredescriptiondor bioinformaticsprogramsarecitedin every publisheduseof the
program:the publisheddescriptionof oneversionof BLAST had20540GoogleScholarcitations,
for instance.

4.4 Machine Learning Reseachersare Not Good Programmers

While mostmachine-learningnethodsareimplementedn someform, it doesnot follow thatthe
bestmachinelearningresearcherarethe bestprogrammers Openingup “researchquality” code
to theinspectionandmodi cation of others(who may be moreskilled programmersgancertainly
help to improve the quality of the codebase. On the other hand, the initial developersmay be
reluctantto exposetheir programmingpracticego public criticism.

4.5 SloppinessHides Problemsof Newly ProposedMethods and EasesAcceptanceat
Conferencesand Journals.

A certaindggreeof sloppinessnay be advantageou$o someondrying to promotea nev method.
For example mary algorithmsrequirethesettingof parametergjecisionsaboutcorvergenceanda
multitudeof otherthings,andit is perhapsiotunusuathatresearchermadwertently“help theirnew
algorithmsalong”, by carefully makingsurethat “nothing goeswrong” duringthe applicationof a
method andif somethingloesgowrong,asuitablemeasurés taken,thatis, reductionof alearning
rate,restartwith a new randomseedetc. Thus,beingabsolutelypreciseaboutthe algorithm,could
helpbringthesdssuedo thesurface butthisis currentlyonly rarelydone presumabljpecaussuch
detailsarethoughtof assecondaryandnotreally partof theideaof thealgorithm. Thereforeat rst
glance,makingthe sourcecodefor a particularmachinelearningpaperpublic may seemcounter
productie for theresearchemsotherresearchersanmoreeasily nd problemswith the proposed
method,and possibly even discreditthe approach. The researchemay also lose a competitve
adwantagebecauseompetinggroupscanalsousethe software. However, the sameargumentholds
for makingresearctpaperspublicly available,andasdiscussedn Section2 the move to anopen
sciencein the Age of Enlightenmentspedup scienti ¢ progressand boostedeconomicgrowth.
Therefore,the alreadyaltruistic behaior of publishingpapersshouldbe complementedy also
providing opensourcecodeasthe samegreatbene ts canbe expectedif mary otherresearchers
follow this pathandalsodistribute accompaying opensourcesoftware.
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4.6 Tradition—ReviewersPassPapersof Similar Quality

Finally, thereseemdo exist a tradition, which let's people“get away” with less. Whenreviewers
examinea paper they have othersimilar papergthey passed)n mind. They thereforepasspapers
“for tradition”, althoughthe paperscould have becomea lot morevaluable,if reviewersrequired
thatthe sourcecodeof thealgorithmhadbeenprovided.

Theselatter two issuesare closely relatedto the questionof how to designexperimentsin a
way which ensureghe ability to make strongstatisticalclaimsaboutthe outcomesof experiments.
Onesuchattemptwas madein the DELVE (Datafor EvaluatingLearningin Valid Experiments)
archive. However, this archive never gainedmuchpopularity presumablybecauséts datasetsare
typically not very large, andit hasprovento be dif cult to reachstatisticallystrongconclusions
usingrelatively smalldatasets.

5. Proposal

In summaryproviding opensourcecodewould helpthewholecommunityin acceleratingesearch.
Arguably the bestway to build an opensourcecommunityof scientistsin machinelearningis
to promoteopensourcesoftwarethroughthe existing reward systembasedon citation of archival
sourcegjournals,conferences).Unfortunately persuadingpeopleto publishthe implementation
togetherwith their researctpaperis a long-termprocessgexacerbatedy a potentially con icting
industrialinterest.However, it is possiblethata pushin this directioncouldgathermomentumwith
peerpressuraloingtherest.

We would like to initiate this processby giving researchershe opportunityto publishtheir
machindearningopensourcesoftware,therebysettinganexampleof how to dealwith thiskind of
publicationmedia. The proposechen JMLR trackon machinelearningopensourcesoftwarewith
review guidelinesspeciallytailoredto the needsf softwareis designedo sene thatpurpose.

We encouragesubmissionsvhich are contributions relatedto implementationsof non-trivial
machinelearningalgorithms,toolboxes or even languagedor scienti ¢ computing. As with the
mainJMLR papersall publishedpaperswill befreely availableonline. The softwaremustadhere
to a recognizedopensourcelicense (http://www.opensource.org/licenses/ ). Submissions
shouldclearlyindicatethatthey areintendedfor this specialtrackin the cover letter of the submis-
sion.

Sincewe speci cally wantto honorthe effort of turning a methodinto a highly usablepiece
of software, prior publicationof the methodis admissible,aslong asthe software hasnot been
publishedelsavhere.As aninspirationwe discussn AppendixB|basicsoftwaredesignprinciples
and more machinelearning(toolbox) relatedideas. In summary preparingresearctsoftware for
publicationis asigni cant extra effort which shouldalsobe rewardedassuch.

It is hopedthatthe opensourcetrack will motivate the machinelearningcommunitytowards
opensciencewhereopenaccesgublishing,opendatastandardeind opensourcesoftware foster
researctprogress.

5.1 Format
We invite submission®f descriptionsof high quality machinelearningopensourcesoftwareim-
plementationsSubmissionshouldat leastinclude:
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1. A cover letter statingthat the submissioris intendedfor the machinelearningopensource
software section,the opensourcelicensethe softwareis releasedinder the web addressof
the project,andthe softwareversionto bereviewed.

2. An upto four pagedescriptiorbasedn the JMLR format.

3. A zip orcompressethrarchive le containingthe sourcecodeanddocumentation.

5.2 Review Criteria

Thefollowing guidelineswould be usedto review submissionsWhile ideally submissionshould
satisfyall the criteria below, they are not necessaryequirements.Someexamplesof acceptable
submissionsvhich do not satisfy all criteria are: well designedopensourcetoolboxesbasedon
Matlab™:; learningalgorithmsusingcommerciabptimizerssuchasMOSEK or CPLEX asaback-
end;or ateachingtool which haspoor computationaperformancelueto its didacticimplementa-
tion.

Thequality of the four pagedescription.
. Thenovelty andbreadthof the contritution.

. Theclarity of design.

1.

2

3

4. Thefreedomof the code(lack of dependencen proprietarysoftware).

5. Thebreadthof platformsit canbeusedon (shouldincludeanopen-sourceperatingsystem).
6

. Thequality of theuserdocumentatiorishouldenablenen usergo quickly applythesoftware
to otherproblems,including a tutorial and several non-trivial examplesof how the software
canbeused).

7. Thequality of the developerdocumentatiorfshouldenableeasymodi cation andextension
of the software,provide an API referenceprovide unit testingroutines).

8. Thequality of comparisono previous(if ary) relatedimplementationsy.r.t. run-time,mem-
ory requirementsfeaturesto explain thatsigni cant progressasbeenmade.

After acceptancethe abstracincludingthelink to the software projectwebsite the four pagede-
scriptionandthereviewed versionof the softwarewill be publishedonthe IMLR-MLOSSwebsite
http://lwww.jmlr.org/papers/mloss . Theauthorscanthenmake surethatthe softwareis ap-
propriatelymaintainecandthatthelink to the projectwebsiteis keptup-to-date.

6. Conclusion

We have aguedthatthe adoptionof the opensourcemodelof sharinginformationfor implemen-
tationsof machinelearningsoftware canbe highly bene cial for thewhole eld. The opensource
modelhasmary advantagessuchasimproved reproducibilityof experimentalkresults,quicker de-
tectionof errors,acceleratedcienti ¢ progressandfasteradoptionof machinelearningmethods
in otherdisciplinesandin theindustry As theincentvesfor publishingopensourcesoftwareare
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currentlyinsufcient, we outlineda platformfor publishingsoftwarefor machinelearning. Addi-
tionally, we discussedlesirableeaturesof machindearningsoftwarewhichwill ultimatelyleadto
highly usable, e xible andscalablesoftware. We invite all machinelearningresearcherdevelop-
ing machinelearningalgorithmsto submitto the new JMLR track for machinelearningsoftware.
De ning well-designednterfaceswill prove crucial towardsbetterinteroperability leadingto a
communitybuilt suiteof high-qualitymachindearningsoftware.

Researchernis machindearningshouldnot be contentwith writing smallpiecesof softwarefor
personalse.If machindearningis to solverealscienti ¢ andtechnologicaproblemsthecommu-
nity needso build on eachothers'opensourcesoftwaretools. Hence,we believe thatthereis an
urgentneedfor machindearningopensourcesoftware. Suchsoftwarewill ful Il severalconcurrent
roles: a bettermeandor reproducingesults;a mechanisnfor providing academiaecognitionfor
guality softwareimplementationsandacceleratiorf theresearchprocessy allowing thestanding
on shouldersf others(not necessarilygiants!).
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Appendix A. Which Licenseto Choose?

As discussedn Section2, mostissuesregardingthe useof opensourcesoftware arisewhenone
wantsto distributeamodi ed or derived product.In this sectionwe wish to discusghesessuesn
moredepth.

With the proliferationof opensourcesoftware,variouslicenseshave beenput forward, confus-
ing a developerwho just wantsto releasehis programto the public. Whilst the choiceof license
mightbeconsiderediboringlegal/managemerdetail, it is actuallyvery importantto getit right—
the choiceof certainlicensesmay signi cantly limit the impacta pieceof software may have/19
In this sectionwe brie y summarizesomepertinentquestiondelon asa guidelineto someof the
morepopularlicenseé

The owner of the intellectualpropertypresentin the code (often the original author but de-
pendingon emplgymentcontract sometimesheemployer) ownsthe copyright of thework andcan

19. For exampleif the SPICEsoftwarehadbeenreleasedindera GPL-like license|t is extremelyunlikely thatit would
have hadtheimpactthatit did, with multi-billion dollar companie$eingcreatedonthebasisof it becaus¢hevalue-
addthecompaniesreateccould not have beenprotectedandthustherewould be no competitve advantage Onthe
otherhandit is questionablevhetherthe Linux kernelwould have evolvedinto anopen full featuredmulti-platform
kernelwith thousand®f developerscontinuouslycontrituting if it wasBSD licensed.

20. Disclaimer: This doesnot constitutelegal advice. Sincelicensingis a legal issue,andsinceemployersusuallyhave
aninterestin theprotectionof whatis usuallytheirintellectualproperty readershouldalwaysseektheir own formal
legal advice.
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thusdictatethe licenseunderwhich it is releasedWebbink 2003. Differentlicensesprotectdif-
ferentaspectf the softwarewith bene tsfor theinitial developeror developerscreatingderived
work (Laurent 2004. Signi cant licensingissuesmay arisewhenopensourcesoftware (OSS)is
combinedwith proprietarycode. Dependingon the license,the resultingproductmay have to be
publishedas opensource,including the formerly proprietarycode. Licenseswhich demandthat
subsequentnodi cations of the software be releasedinderthe samelicenseare called“copyleft”
licensesWikipedia (20073, the mostfamousof whichis the GNU GeneralPublicLicense(GPL).
For example,for developerscreatingderived works a BSD/MIT licenseis the mostliberal, as
it allows a developerto incorporatethe softwarein his own product, without opensourcingthe
whole productlater; and GPL is the moststrict, trying to ensureghat all subsequenderivativesof
the softwarealsostayopen.Fromtheviewpoint of theoriginal developer this situationis reversed:
Usingthe BSD/MIT license,he may not bene t from patcheswith enhancementsyhile usingthe
GPL licenseensureghat derived work will stay open, making future enhancementavailable to
the original developer Thentherearethe “in between’licenseslike LesserGNU GeneralPublic

BSD / MIT

l

LGPL / MPL

l

GPL

(

increased freedom for original developer
increased freedom for developer creating derived work

Figurel: An illustrationof opensourcdicenseswith respecto therightsfor theinitial developer
andthedevelopercreatingdervedworks.

License(LGPL), the CommonPublic License(CPL) andthe Mozilla Public License(MPL) that
only requirethe changego the codeto be released.Hencethe original authorhasaccesdo ary
future modi cations (bug x esor new features)of his or her particularpieceof software. Figure/l
visually illustrateslicenseinterdependencies.

Notethatonecanreleasene's own softwareundermultiple licensesThisis referredto asdual
licensingandallows adeveloperto releaséis codeto thepublicunderthe GPL andatthesameime
sellit commerciallyin a closed-sourceroduct.Howeverif oneincludeschangesn a programthat

2459



SONNENBURG, BRAUN, ONG, ET AL.

otherdevelopershave madecontritutions,the agreemenof all contrikutorsis requiredto changea
license(Laurent 2004 Burnette 200§ FitzgeraldandBassett2003. A crudesummaryof some
of the simpledistinctionsbetweersomeOSSlicensess givenin Table2. It shouldbe notedthata
simpletablehidesthe complity of someof the key issuegqseebelow).

A.1 SomeComplexities

As anillustration of someof the dif culties, let us considerthe issueof con icting opensource
licensesandtheissueof reciprocalobligations.

A.1.1 OPEN SOURCE LICENSES MAY CONFLICT

Whenreleasingaprogramas“opensource’it is notobviousthatalthoughtheprogramis now “open
source”it still may have a licensethat con icts with mary otheropensourcelicenses. Licenses
may have mutually con icting requirementsfor examplewith respecto jurisdiction, or including
adwertisingclausessuchthatonecannotegally combinethetwo programsnto anew derivedwork
(simply usingboth programss usuallypossible though). The OSI currentlylists 60 opensource
license&! andthe consequencef this Iicenseproliferatiotﬁi meanghatthe simpleinclusionBSD

LGPL GPLasshovnin Figurel/doesnotholdfor otherlicense@ For examplethe MPL and
CPL con ict with the mostwidely usedlicenseswhich arethe GPL (in useby about70% of the
OSSprogramsjyndthe LGPL (aboutl0%spread)andmayevencon ict with eachotherFigure 2|
While this canbe usedto purposelygeneratecon icts, asa generalrule, oneshouldrefrain from
doing so asit will make code exchangebetweenopensourceprojectsimpossibleand may limit
distribution andthussucces®f a opensourceproject. For amorein-depthdiscussiorseeWheeler
(2007). Researcheraspiringto a wide developeraudiencdor their softwareshouldconsiderGPL
compatiblelicense@ or selectonewith astrongcommunit@

BSD MPL

LGPL

GPL

Figure2: OpenSourcelicensesnaycon ict with eachother

21. TheOSllicenselist canbefoundat http://www.opensource.org/licenses/alphabetical .

22. Thelicenseproliferationcommitteereportis availableat http://opensource.org/osi3.0/proliferation- report

23. Notethatthis only holdsfor the 3-clauseBSD license.Also notethatthis is a one-way street thatis, BSD licensed
softwarecannotmeige codefrom LGPL/GPLandLGPL cannotmeige softwarefrom GPL projects

24.The Free  Software  Foundations GPL compatible license list is available  at
http://www.gnu.org/philosophy/license- list.html

25. Licenseswith a strongcommunityarelisted at http://opensource.org/licenses/category
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A.2 Reciprocal Obligations

Anotherissueis the one of reciprocalobligations: any modi cations to a pieceof opensource
software may needto be availableto the original authors. In the following, to give a hint of the
compl«ity, reciprocalobligationsarediscussedor thefollowing licenses:

LGPL —appliesthe concepbof “derivative works”, which (confusingly)canincludethe com-
binedwork resultingfrom linking a LGPL-licensed.ibrary andanon-LGPL*work thatuses
the Library”. Problematicallythe LGPL requiresfor suchcombinedworks thatthe source
codeof the “work that usesthe Library” needsto be disclosedwhenthe combinedwork is
distributed(LGPL section2, third lastparagraph)Thisis asubstantialimitation to the utility
of theLGPL in enablingcomponentso befurtherdevelopedanddistributedwith proprietary
code. The LGPL alsotriesto make somefairly complex and uncleardistinctionsbetween
what constitutesa collective or derivative work to determinewhetherthe LGPL attachego
licensee-createdorks.

MPL —doesnot applythe concepif “derivative works”, but talksinsteadof “modi cations”

to (i.e., additionsto or deletionsfrom) the Original Codeascomprisingpart of the Covered
Code(i.e., codeto which the MPL applies). This makesthe MPL morecomprehensibl¢o

(some)legal audiencesandthereforemore certainfrom that perspectie. However, it also
makes the MPL's reciprocalobligation more limited. The MPL permits Covered Codeto
be distributed within Larger Works in a combinedwork without the MPL attachingto the
non-MPL code(aslong asthe distributor continuesto apply the MPL to the CoveredCode
componenbf the Larger Work). This overcomeghe overinclusvenessaspectof the GPL
andLGPL, andmakesthe MPL morefriendly towardsdeveloperswvho maywishto combine
MPL codewith their own proprietarycodethatis nota“modi cation” of MPL code.

CPL - like MPL, appliesthe conceptof additionsor changedrom the original Contritu-
tion. However, the CPL arguablyimposesmore narrav reciprocity obligationsthan either
GPL/LGPL or MPL, becausdhe CPL explicitly exemptsthe reciprocity obligationsfrom
applyingto a“separatanoduleof softwaredistributedin conjunction”with theoriginal Con-
tribution thatis nota“derivative work”. Putanothemay, the CPL reciprocityobligationonly
attachego additionsto the original contritution thatare“derivative works” but not separate
modulesof software.

Appendix B. Guidelinesfor Good Machine Learning Software

Without claimingto be exhaustie, in this appendixwe recordsomeguidelineswhich, we believe,
would leadto high quality machindearningsoftware.

B.1 Good Software Practices

Thereis a signi cant differencebetweena pieceof codewhich is intendedto be usedprivately
(eitheraloneor within a smallresearclgroup),andonewhichis intendedto be madepublic andto
beused(or evenextended)y externalusers.While a certainlack of organization,documentation,
androhbustnessanbetoleratedwhenthe softwareis usedinternally, it canmalke the softwarenext
to uselesdor others.Theold rule thatsoftwareis primarily written for otherhumansandnot only
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for computersis evenmoreimportantwhenyouraudiences largerthancolleaguesvith whomyou
closelycollaborate.

Softwareis usefulandusable.

Softwareis documented.

Softwareis robust.

Softwarehaswell-de ned interfaces.
Softwareusesexisting interfacesandstandards.
Softwarehaswell establishedunit) testingroutines.

©uAwNE

Table4: Six featuresof usefulmachindearningsoftware

Goodmachindearningsoftwareshould rst of all beagoodpieceof software(Table4). There
exist mary bookson software design. The inclined readeris referredto the booksby Raymond
(2009 or HuntandThomas(2000 for furtherinformation. Justputting your researctsoftwareon
your web-pagewill notbesufcient. Oneshouldfollow generalrulesfor developingopensource
software (seealsothe discussiorby Levesque 2004 which highlightscommonfailure modesfor
opensourcesoftwaredevelopment):

Thesoftwareshouldbe structuredwvell andlogically suchthatits usabilityis high.

It shouldbe documentedvell, suchthatyou canlearnto usethe software quickly; for ex-
ample,in the form of atutorial, a referenceandexamples;ideally, alsoincludedevelopers
documentationvhich explainsthe software's internals;

It shouldbe sufciently robust,which meanghatit is asmuchaspossiblebug-free,but also
toleratesncorrectinputsaswell asproviding meaningfulerrormessagemsteadof breaking
down silently.

It shouldprovide testingroutinesto verify automaticallywhetherthe codeis correct. This
reduceghelikelihoodthatmodi cations of the codeintroducesbugs.

In ary case the maingoal shouldbe to maximizethe re-usabilityof your software. Thereforeyou
would wantto make your softwareas e xible aspossiblesuchthatit candealwith alarge number
of differenttypesof data.You would alsowantto clearlyde ne theinterfaceto your softwaresuch
thatotherscaneasilyuseit directly.

Ideally, the softwarealsoincludesa numberof unit tests. Thesearesmall programswhich can
be run automaticallyandtestthe individual partsof the programfor correctnesslnit testsarean
indispensabléool for ensuringhata smallchangedoesnotintroducebugswhich go unnoticedfor
alongtime. Suchteststhereforefacilitatemodi cation of softwaregreatly

Apartfromtheseconsiderationghatapplyto arny softwaredesignthereareseveralrequirements
that are speci c to the domainof machinelearning. Sincetheserequirementsre quite different
dependingon whetheryou are writing high-quality implementationf a speci ¢ algorithm (for
example,supportvector machines)or more generalframenorks, we have split the discussionin
two sectiongliscussinghesetwo extremes.
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B.2 Guidelinesfor Single Machine Learning Algorithms

Considetthecasethataresearchehasspecialexpertisein implementinga certainclassof machine
learningalgorithms,andhasdeveloped for example,a new implementatiorof supportvectorma-
chineswhich is very efcient, or a clever implementatiorof a certainclassof graphicalmodels.
Thereshouldexist severalwaysof usingthe program for example,stand-alondérom thecommand
line, andasalibrary which canbelinkedto otherprograms Reusingthe interfaceof existing soft-

ware solving the sameproblemis alsovery useful. Then,the software canbe usedasa drop-in
replacementlf the algorithmcanbe practicallyappliedto large datasets,it is desirablethatthe
availablemain memoryis not thelimiting factor but if the algorithmsaredesignedsuchthatthey

canalsodealwith datasetswhich resideon the harddisk, usingthe main memoryasa cache.Fi-

nally, oneshouldmale surethatthe softwareis ableto readandwrite dataformatsin at leastone
commonlyuseddataexchangestandard.

B.3 Guidelinesfor Lar ger Machine Learning Frameworks

A completelydifferentkind of endeaor is to build a framework, or an ervironment,which canbe
usedfor alargenumberof differentmachindearningtasks.Suchaframework typically integratesa
numberof existing morespecializednachindearningalgorithms,or low-level numericallibraries.

Since frameavorks should be suited for a wide rangeof applications—potentiallyncluding
methodsand datatypeswhich have not yet beeninvented—acleandesignis particularlyimpor-
tant. Oneapproacho achiere thisis to decomposéhe framevork into several smallmoduleswith
clearlyde nedinterfacessoasto minimize the couplingbetweerdifferentpartsof the frameawork.
Then,individual modulescanbe modi ed or extendedmoreeasily

For example,a framavork which dealswith vectorial dataand matrices,could also provide
accesgo a standardsetof basiclinearalgebraroutines learningalgorithmsdealingwith vectorial
datalik e supportvectormachinespr leastsquaresegressionandroutinesto storeandreadthese
standardiatatypes.However, theinterfacesbetweerthesecomponentaresufciently abstracthat
it is possibleto replacethe linearalgebraroutinesby moreef cient oneswithout affectingtherest
of theframework.

But asmachinelearningdealswith a large numberof differentkinds of datasets,framevorks
could alsosupportotherdatatypeslik e strings,sequencesrees,graphs,sparsevectors,et cetera.
Lik ewise,toolsfor graphicaimodelsshouldallow for easyspeci cationof themodel,ability to save
statesa variety of approximatesamplersandsolvers,convergencemonitors,and e xible nonpara-
metricmessag@assingools.

Beyondthesebasicfeaturesthefollowing methodsvouldbeniceto have: ef cient optimization
solvers; accesdo classicalstatisticalmethodsand probability distribution; a good visualization
library, that providesgraphsof variouskindsto help analyzingdataandreportingresults;various
classi cationandregressioralgorithms alsowith extensiongo one-clasgndmulti-class;clustering
andstructurelearningalgorithms;graphicalmodels,andBayesiarinference gt cetera.

As clustersof machinedbecomemoreandmoreaffordable,it would be niceto provide simple
waysto parallelizepartsof thealgorithms.Oftenmachindearningalgorithmsareeasyto parallelize
andonly the barrierof low-level parallelcomputingstopsthe designerdrom doing so. To achieve
this goalparallellibrariessuchasOpenMPandMPI couldbeused.
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